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THE RISE AND trALL OF TYPED SENTENCES

N,lARCEL CR-\BBE

Abstract '  We characterize the J-strat i l iable theorems of ' . \1-as a J-strat i f iable ertcnsion ol ' ly '^[r:  and
show that NF is cquiconsistent ui th ZZ plus rais ing t lpe axioms lor  sentences asscrt ing the existence of
some predicate ovcr an i i tomic Boolcan algebra.

$1. Setting. TT is the theory of types associated with 1/F" Quine's lrlew, Founcla-
tions. While l/F is a first order theory. TT has its variables typed with the natural
numbers and its logic modified accordingly. We recommend Thomas Forster's
book [5] as the standard reference on these topics: and Randall Holmes's y'y'F page
math. idbsu.edu/-holmes/hol-meslnf  .html as the best Internet s i te.  We warn
the readers. if any. that the use of types in written language can become a bit messy:
after all that's why typical ambiguity and A? were invented! Fortunately people
used to TT often grasp things more easily by drawing pictures with horizontal lines
and arrows than in writing.

L77 rs the language of TT and L77, rs the language of TT,^ Lrr rcstricted to the
f i rst  r  types: {0,  1,  . . .  .n -  l } .  In general .  i f  cr  is  a set  of  formulas in 4 t . - r - .e,  is  the
intersection of a and L77,,.

We write F for the derivabil ity relation in L.n-or f 1p and F,, for the derivabil ity
relation rfl L.77',,.

If a is a variable. a formula or a set of formulas. a* is obtainecl from a by raising
all the types by l. aA. is o* -+"'. where the -i operation is iterated k times.

A formula is n-typed if all i ts types are among a sequence of /r consecutive types.
Thus every formula of an. a,i . a,), . . . . is r-typed.

When. after possibly renaming bound variables to avoid unintended identif ica-
tions. we erase the types in a set of formulas or in a formula of L1.y. we obtain a set
of stratif iable formulas or a stratif iable formula of L,vr- . The result of erasing types
in such a way from a is denoted by'rr.

$2. Boolean algebras and models of TTt It is quite natural to associate with
an atomic Boolean algebra.  (8.<).  the 2-typed strucrure (A. <.  B) by taking the
col lect ion A of  atoms as type 0.  I t  happens that (A.<,8) is a model of  TT2.
Conversely to any model of TT2. (Mu,eu,M1). corresponds the atomic Boolean
ur lgebra (Mr,  e)  (see [7]) .
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If (8. U, <) is an atomic Boolean algebra with a non-empty predicate U. one
can associate with it the 3-typed structure (U,>. A.<. B). which rs not in general a
model of  TTt.

Conversely,  we observe that any model of  TTt.(Mo,eo,Mt,?.M:) .  may be
viewed as a model (M1.€r.M) of  TT2 (an "atomic Boolean algebra")  wi th an
extra level Ms. The elements of this Ms can be coded in M2 as "Leibniz substances":
the Leibniz substance of something being the set of all sets to which this something
belongs.l It results that (Mo. e.o, M r. e t . Mz.) may be viewed as an atomic Boolean

algebra with a non-empty predicate \M2, U, e). where U is the collection of the
codes {* | u €o x} of the elements a of M0.

Each sentence in the typed theory is therefore naturally translatable into a sentence
in the theory of atomic algebra with a predicate and conversely.

Substituting typed structures for Boolean algebras. this justifles the following:

DsnNtuox l. Let S he o./brmula oJ Lrrrandu avariable oJ type3. Then ut 

- 

O
is taken to be the./ormula constructed as Jbllow,,s: we replace each quantiJter Qxrt by
therestrictedquantiJter (qx2 e u3). the,subJormulas x0 € y\ andx0 : y0 by yt € x2
unrl x2 : j-2.and leave the others (rt e y' " . xl : y') as they stand. Of'course. to
prevent clush o.f'variables. we have to suppo,\e that variables like xu and x2 mu,st not
both occ'ur in $. This c:an alwctys be eftbctecl in ca,ve $ is a sentence by changing bound
variables.

The formula u3 ! / expresses that Q is true when we replace type 0 by u. and
interpret the relation between u and type I as the converse of the former e -relation.
ut  + / is3-typedwith l .2and3.

u3+k 7 / stands fbr (u3 = i lr, and since type 0 is not present inu3 = 0. there
isaformula,  denotedhereafterby u2 !  @. such that(u2 F d)* is (23 + 6)

Lslttrln 1. Let

M -  (Mo.€0, Mt.€r.  Mzl

be amodel o./ T\ and U he non-empty and belonging to M2. We extend M do*-nwards
by adding LI u,y e ne\\: level and by de.ftning the relation between U (the new type 0)
unrl Ms (the nev, type 1) as s) ̂  the conver,se oJ'€s. We thus obtain a 4-typecl structure:

M u.z1 :  (Lr .o) .  Mo. €0, Mr,  €t  .  Mt)  .

(l) I./ Q i,t u,;entenc'e in Ly.1.. then. as,tigning U to tlrc variable u:. Mq,rry F O tfl

A4 |  (u:  |  6) .
(2) If' A i,v u clo,sed axiom oJ' comprehension in L7r, oJ' the kind 1y3Y 12 (r2 € -y3 *

Q) 0 oJ rhe /ourrh type). then Mqt.,t1 + A.

Pnoor'. ( l) is almost trivial as Mq, :; F / is simply another way of saying that

M4t, t1 F (r t  

-  

i l .  which is equivalent to M 

-  

(" t  |  i l .

rLeibniz repeatedly suggests that a substance can be associated u'ith the collection of predrcates

attributed to it. Thus he writes in Discour.se o/ Metuplrr,sics !J8: " . . . la nature d'une substance

inclividuelle ou d'un estre complet est d'avoir une notion si accornplie qu'elle soit suffisante a comprendre

et a en taire deduire tous les predicats du sujet ir clui cette notion est attribuee.": " . . . the trature of

an individual substance or of a complete being is to have a notion so complete that it is sufficient to

comprehend and to allo'*' the deduction of all the predicates of the subject to which that notion is

attributed." Forster [5] comrnents on the role of thrs important notion and refers to Boffa. Quine ancl

Whitehead.
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(2) u3 F =yrvrr("rr € -r 'r *-- d) is l.r, ivxr(rr € t,r .- u3 F O) Hence
Yusui ! I is provable in ff]. Therefore u2 | I is true in M when U is assigned
to u2. and I  is  t rue in Mt r  : : l  by (  I  ) .  - .1

Lnntva2. TT+t.  (Q -  1u3u3 

-  

O). . f i t r  anl ,sentcn( 'e Q in Lr-y. .  IVF f  (d 
-

=F;114../u, anr,,\entence in L.1 1".

Pnoop. Let i(,rO) be the term {ul I r" e ul}. the Leibniz substance of -r0: ancl
let  U be {2(,xo) |  ro :  - ro} .

Then. for any formula Q rn L 1 1,. it can be shown. by induction on the length of y'.

that TTa | (O ,- (U F= d)tit :: ;J-nll). where rhe ,t operation is applied to each
variable in the list il) of variables of type 0 that occur liee in @. This is essentially
because TTqt. . -0 € 1" r--  - t ' l  e z(r0) andTTa F x0 -  -y0 *-  2( t t ' )  :  ) (y") .

The proof for .n/F is similar. --l

$3. Ambiguity reduced. Amb is the collection of ambiguity axioms: the sentences
0 <-+ 6 '

It is known that Ambr. i.e.. ambiguity for 2-typed sentences. is true in every model
of TT which is externally infinite (see [2] and [7]). Moreover it is a consequence of
Grishin's reduction of TT to TTa ([6] is one of the original Russian references: see
also [] and [3]) and Specker's connection between NF and TT + Amb (see [8]) that
TT + Amb+ is equiconsistent with ff * Amb and with 1/f'.

Call a sentence 

-x$ 

a l-sentence when it is 3-typed and x is its unique variable of
highesttype. Whenever@isasentence inL.1 1. .1u)t i  I  S.1utu,  F d.=uaua |  6.

are all I-sentences.
Now we introduce another kind of ambiguity axioms that look just a l itt le stronger

than Ambr but much weaker than Amba.
IAmb is the set of sentences of the form 3-x@ -' 1r' Q 

I . for l-sentences 3r/.
The schema EAmb expresses in particular the fact that if there is a predicate

U over an atomic algebra constitutedby 2 consecutive types. k. k + l. verifying
a property expressible by a formula of the language of Boolean algebras with a
predicate. then there is a predicate tr/ over the algebra constituted by the two next
types. k + I. k + 2. satislying the same property.r

AAmb is the set of  sentences of  the form Q --+ )u2u2 

-  

O"$ rn L71.. .  These
sentences ol L7 7 . mean that every model verifying Q can be extended downwards
to a structure satisfying d again by adding a level below level 0.

TssonnHl. Let 7 be u senten('e in Ly7...

i l  ) ftFF 7 l l l ' irr I ,,tnmn I Z:
(2) a/J./ir :;lme k. TT * IAmb F \X/ r'

0. ' :  i<k

-Let's retnark that the collection of all type raising axioms. Q - Q r. generates trivially the usual
scherne of ambiguity Amb because the collection of sentences is closed under negation. This is not the
case lbr the collection of l-sentences. EAmb is rnade up of true unidirectional raising axioms.
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Pnoop. (a) f f  Ml T. thenTTt+TTtt  + l*Amb+l+X.where Aisaspeci f ic

c losed axiom of comprehensionr rn L '1 1 ' ,  of  the k ind l .y3Vt2(t :  € . l '3 . - -  d) .  This
combines the results of Specker and Grishin. mentioned above.

(b) f f  TTt + TTi  + I  *  Amb+l+ / . .  then r l r  *  AAmb l t  / .
Let  M :  \Mo. eo. Mt.  et .  Mz) be a model of  TTt* AAmb * -X. l f  d,  .  .  .  Q,,  are

sentences in L11' . .  there is a conjunct ion Y :  ( - )Q1 A' ' '  A(-)d, ,  of  these sentences
optionally negated that is true tn M. By AAmb. M F= (V A1u2u2 F Y). Let
U e Mz be a witness for 1u2u2 F Y - we certainly may assume IJ non-empty
because we may include lx0-x0 : -r0 among the 51.

By Lemmal.  M1, , ;  F Y i  n Y A A.
Therefore.

Mr,r,\ 

- 

Tri ' + A + A tO' * dl ) + --xt .
l { i  { l

Compactness produces a model of TT. + A + Amb+ * -Ir . which ofcourse is

also amodel of  TTt + TT; + A +Amb+ * -X.
(c)  I f  TTt + AAmb | t  l . then. for  some k.  TT * EAmb l-  W t ' .

0<t ! / i

Let 's start  wi th a model M of  TT + EAmb ver i fy ing -X.- / , '  ^ ' -X,
Let 6t . . .d, ,  be sentences in Lt ' t ' , .  There are some p.q.  such that q < p and

M + O'l * Q!' for | '1 i I n.
We know. by Lemma 2. that

\Mr.€r.Mr,r .€q r  t .Mrr: .€q t2"M,r, , )  F (Q, --  lu lut  ? 6,) .

Hence M F @|
1rr+\rn, t  l6,)  because 1f f  F dr isal-sentence. Hence (6! '  

-1ul t2t t t2;
dr)  is  t rue in,Al .

Therefore.

\M,, .€1, , .M1,+r.€/ ,+ r .Mp,:)  F TTt+-x+ A 
(Or ---)u2u2 ?0,) .

l { i  { l

Compactness gives us a model of ffr * -I * AAmb.
(a).  (b)  and (c) .  d ispose of  the " i f "  part  of  2.  The "only i f "  part  is  c lear s ince

erasing the types in a derivation in ff +EAmb we obtain a derivation in l/F because
EAmb is tautologous.

(O) tt TTt + AAmb lt X. then NF.r + AAmb F 7. Again. this is proved by erasing
types.

So the " i l " "part  of  I  is  completed by (a).  (b)  and (d).

(e) If NFr * AAmb- F 1. then NF F 7. Because.NF F AAmb by Lemma 2. -1

ConolleRy. The theories l/lq'. l/Fr * AAmb antl TT * EAmb ore ecluir:onsi,stent.

Comments. (1) The flrst part of the theorem is a description of the 3-stratif iable
theorems of l/F as a 3-stratif iable extension of l/Fr. The l-stratif iable part (the

theory of equality on an infinite domain). 2-stratif iable part and n-stratif iable part

1161 uses the axiorn stating the existence of the set of sets with non-empty intersection: [3] uses the

existence of the set of Leibniz substances (the proof is essentially that of Lemma 2): [] introduces stil l

another l .
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(n>
stratifiable part of l/Fr . NFz (provided //F is consistent!) and l,i[F,. which is NF
itself. On the other hand. it is known that the 3-stratifiable part of NF is not the
3-stratif iable part of //F.r ([2] and tl l . t4l).

(2) We have been concerned so far with type raising. Let us now consider the
converse of EAmb: EAmb. i.e..Q' 

- Q. for l-sentences 0. It is easy to derive from
the above what is, in our opinion. a less interesting result, namely that 1/f' | 7 itr
TT+ + EF-mb+ l+ X. for 3-typed 7.

This is simply because in TT4 + Ef,-mb. one proves AAmb by using the ?n?n+-case
of Lemma 2.
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